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Abstract

This paper addresses the application of using pneumatic force actuators at the hips of a five-link robotic system to provide a controllable input torque. The goal of this research is to provide a base to build upon to eventually produce an "active" biped walking robot that utilizes the benefits of the passive walking cycle. A reduced-order mathematical model of the system consisting of the pneumatic proportional valve and actuators is utilized in designing the force controller. The model takes into account tube links, valve friction, piston friction, and valve mechanics. The five-link robot is also modeled, including moments of inertia, masses, and centers of mass to design the trajectory controller. The mathematical models provide the equations necessary to develop the nonlinear control laws based on Sliding Mode Control Theory for both the force and trajectory controller. The controllers receive input signals from both pressure and position sensors located at the hips and position sensors at the knees. These signals are then converted into digital signals and processed by the computer using numerical analysis to obtain ethical values. Once the signals are input into the controllers, the experimental results of the actual system track the desired force and position trajectories defined for each controller within desired limits.
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1. Introduction

The dynamics of robots involves nonlinearities and intermittent collisions with the walking surface. Thus, the controllers that regulate their motions should be able to handle nonlinearities and intermittent actions. Many nonlinear control approaches have been proposed to control different applications. These include optimal control [1, 2], robust control [3,4], adaptive control [5,6], fuzzy control [7], and sliding mode control [8-9].

The motivation for designing hip actuated controllers for passive walking robots stems from the ongoing research in this area. Mochon and McMahon (1980) first introduced the idea of "ballistic walking" defined as a bipedal robot that does not require joint actuation during all phases of its gait. With this idea in mind, McGeer [10] proposed the concept of the "passive walker", which consisted of free joints without any actuation powered only by gravity. McGeer developed a mathematical model for describing the motion...
of passive walkers and built a two-dimensional robot based on this model. The significant advantages of passive walkers are their mechanical simplicity as well as their relatively high efficiency compared with active robots. McGeer studied a two-link robot with a hip mass that he demonstrated could walk down a shallow slope without any control. Later McGeer [11] introduced knees to his walking model, providing a passive means for foot clearance that is efficient and reliable. Camp [12] demonstrated that an open-loop control scheme could produce a stable powered walking cycle. His model replaced the energy loss to heel strike and friction by extending the leg powered by a permanent magnet DC motor at a constant voltage. He was able to produce stable gaits over a wide range of control parameters, which behaved similarly to previous passive walkers. Coleman and Ruina [13] built a two-legged toy that could walk. The toy could not balance statically, introducing the idea that uncontrolled non-holonomic mechanics may contribute to side-to-side balance.

Garcia et al. [14] produced computer simulations to create analytical methods to study the passive dynamics of the two-dimensional walkers first considered by McGeer. Their simplest 2-D model produced a short-step gait that is stable at small slopes and a long-step gait that exhibits period-doubling bifurcations, which leads to chaotic gait by varying the slope. Van der Linde [15] showed that smooth hip trajectories could be obtained by regulating leg stiffness and leg damping, creating a physically activated walker with new periodic gaits. The idea consisted of three muscle pairs excited by reflex-like trigger signals, which demonstrated that gait parameters like walking speed and step frequency could be manipulated by adjusting muscle or activation parameters [16]. Spong et al. [17] used potential energy shaping for compass gait bipeds to produce passive limit cycles that were slope invariant. He also addressed the use of switching control and its effect on the walker’s sensitivity to initial conditions and its robustness to disturbance. Goswami et al. [18] studied compass gait walkers focusing on the stability and the periodicity properties of the passive motion. Their work showed that the introduction of a simple control scheme with only one control input could significantly increase the basin of attraction of the limit cycle for the bipedal gait. Kuo [19] studied a three-dimensional walker with a planar motion that allows for side-to-side tilting or roll. He discovered that passive cycles do exist for this model. However, the roll motion is unstable. Several methods for stabilization were considered including direct and indirect control with the conclusion that quasi-static control of step width provides a simple and efficient solution to the problem.

Wisse et al. [20] introduced a three-dimensional biped to compensate for both yaw and roll. The model used a passive body as a passive dynamic compensator to take care of the yaw and roll motion while allowing the robot to move as a two-dimensional machine. Collins et al. [21] further studied three-dimensional passive walking robots with the development of an efficient kneeed walker that used 1.3 W while walking and was able to compensate for both side-to-side lean and yaw with counter-swinging arms.

Also, Nikkhah et al. [22] presented a robust sliding mode tracking control scheme for an underactuated five-link planar robot with four actuators located at hip and knee joints. They showed the tracking stability of the biped’s multistep walk by several numerical simulations. Besides, many other researchers studied different controllers on biped robots. Rahimi et al. [23] proposed an adaptive neural network sliding mode controller on a biped robot. They used a bat algorithm and showed effectiveness through numerical simulation. Taherkhorsandi et al. [24] presented a sliding mode control optimized by multi-objective genetic algorithm optimization to control a biped robot walking in the lateral plane on a slope. Here, we present a sliding mode controller on an experimental five-link biped robot. This robot is mounted by pneumatic actuators. To the best of our knowledge, it can be the novelty of this study.

This paper develops a method to provide the desired torque to the hip joint of a five-link robot using pneumatic actuators. To produce the desired torque using pneumatic actuators, a control scheme must be utilized that allows the control of the force generated by the actuators. Then a trajectory controller must be designed that defines the desired torque necessary to achieve the desired trajectory that is then converted to the desired force using the geometry of the system. The desired force can then be feed into the force controller. Both controllers used by the working robot are based on Sliding Mode theory as presented by Slotine and Li [25].

2. Model Development

In this section, we present the model with its details. At first, the two-link pneumatic system is described. Then, the
trajectory controller and implementation of the force controller are explained.

2.1. Description of a Two-Link Pneumatic System

The purpose of this paper is to demonstrate the feasibility of designing a pneumatic actuator to produce the desired torque at the hip joint, which can be adapted to passive walking robots. Since the actuators at the hip on each leg of the robot are symmetric only one leg of Fig. 1 consisting of two links an upper and lower leg connected to the hip will be considered in controller design. Once the pneumatic trajectory controller works for one joint, it can then be applied to other joints of the robot as needed.

![Diagram of four-link passive walking model](image)

Fig. 1. Four-link passive walking model.

The system model for the trajectory controller includes two links consisting of an upper and lower leg with a knee joint connected to the hip. The model takes into account the parameters of the links such as the mass, center of mass, lengths, and moments of inertia. The system for the force controller consists of the Airpel actuator, connecting tubing, and proportional valve (see Fig. 2), which connects to the hip and upper leg of the two link robot. In order to obtain accurate results, detailed knowledge of the proportional valve must be available, including valve geometry, spring constants, and valve spool mass. The derivation of the force controller accounts for piston friction but assumes that there is no time delay for the pressure to propagate through the connecting tubing to the piston chambers. The values used in the design and numerical testing of the controllers can be seen in Table 1.

2.2. Development of Trajectory Controller

The trajectory tracking controller was designed using the invariant structure control or Sliding Mode theory developed by Slotine and Li [31]. This type of controller was chosen because of its inherent properties of robustness to disturbances and model imprecisions. The equations of motion defining the two link system can be defined as follows:

$$M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) = \tau$$  \hspace{1cm} (1)

where $M(q)$ is the mass matrix, $C(q, \dot{q})$ is the Coriolis matrix, $G(q)$ is the gravitational matrix, and $\tau$ is the input torque matrix with $q$ defined as:

$$q = \begin{pmatrix} \theta_1 \\ \theta_2 \end{pmatrix}$$  \hspace{1cm} (2)

where $\theta_1$ and $\theta_2$ correspond to the angles of the upper and lower legs, respectively, as seen in Fig. 1. The mass matrix is defined as:

$$M(q) = \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix}$$  \hspace{1cm} (3)

$$M_{11} = \frac{1}{2} (2l_1 + 2l_{c1}^2 m_1 + l_1^2 m_2 + l_2^2 m_2)$$  \hspace{1cm} (4)

$$+ 2l_{c2}^2 m_2 + (l_1^2 - l_2^2) m_2 \cos(2\theta_1)$$

$$+ 2(l_1 + l_2) l_{c2} m_2 \cos(\theta_2)$$

$$+ 2(l_1 - l_2) l_{c2} m_2 \cos(2\theta_1 + \theta_2)$$

$$M_{12} = M_{21} = \frac{1}{2} l_{c2} m_2 (2l_{c2} + (l_1 + l_2) \cos(\theta_1)$$

$$+ (l_1 - l_2) \cos(2\theta_1 + \theta_2))$$

$$M_{22} = l_2 + 2l_{c2}^2 m_2$$  \hspace{1cm} (5)

The Coriolis matrix is defined as:

$$C(q) = \begin{pmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{pmatrix}$$  \hspace{1cm} (7)

$$C_{11} = -\frac{1}{2} m_2 \left( (l_1 - l_2)(l_1 + l_2) \sin(2\theta_1)$$

$$+ 2l_{c2} \sin(2\theta_1 + \theta_2)) \right) \dot{\theta}_1$$

$$C_{12} = -\frac{1}{2} m_2 \left( (l_1 - l_2)(l_1 + l_2) \sin(2\theta_2)$$

$$+ 2l_{c2} \sin(2\theta_1 + \theta_2)) \right) \dot{\theta}_2$$

$$C_{21} = -\frac{1}{2} m_2 \left( (l_1 - l_2)(l_1 + l_2) \sin(2\theta_1)$$

$$+ 2l_{c2} \sin(2\theta_1 + \theta_2)) \right) \dot{\theta}_1$$

$$C_{22} = -\frac{1}{2} m_2 \left( (l_1 - l_2)(l_1 + l_2) \sin(2\theta_2)$$

$$+ 2l_{c2} \sin(2\theta_1 + \theta_2)) \right) \dot{\theta}_2$$

$$+ 2l_{c2} \sin(2\theta_1 + \theta_2)) \right) \dot{\theta}_1$$

$$+ 2l_{c2} \sin(2\theta_1 + \theta_2)) \right) \dot{\theta}_2$$
\[ + \left( l_{c2} \left( l_1 + l_2 \right) \sin(\theta_2) \right) \]
\[ + \left( l_1 - l_2 \right) \sin(2\theta_1 + \theta_2) \right) \dot{\theta}_2 \]
\[ C_{12} = - \frac{1}{2} l_{c2} m_2 \left( l_1 + l_2 \right) \sin(\theta_2) \]
\[ + \left( l_1 - l_2 \right) \sin(2\theta_1 + \theta_2) \right) \dot{\theta}_2 \]
\[ C_{21} = l_{c2} m_2 \left( -l_1 \cos(\theta_1 + \theta_2) \sin(\theta_1) \right) \]
\[ + l_2 \cos(\theta_1) \sin(\theta_1 + \theta_2) \]
\[ C_{22} = 0 \]

And the gravitational matrix is defined as:
\[ \mathbf{G}(\mathbf{q}) = \begin{pmatrix} \mathbf{G}_1 \\ \mathbf{G}_2 \end{pmatrix} \]
\[ \mathbf{G}_1 = \mathbf{g} \left( l_{c1} m_1 + l_{c2} m_2 \right) \sin(\theta_1) + l_{c2} m_2 \sin(\theta_1 + \theta_2) \]
\[ \mathbf{G}_2 = \mathbf{g} l_{c2} m_2 \sin(\theta_1 + \theta_2) \]

Since this is an under-actuated system due to the fact that the only torque input is at the hip, the equations must be modified in order to derive a control law that can achieve trajectory tracking of the upper leg. This can be done by solving the second equation of motion from Eq. (1) for \( \dot{\theta}_2 \) and substituting the result into the first equation of motion. This will lead to the following result:
\[ \ddot{M}(\theta_1, \theta_2) \dot{\theta}_1 + \dddot{C}(\theta_1, \theta_2, \dot{\theta}_1, \dot{\theta}_2) \dot{\theta}_1 + \dddot{G} = \tau \]

with
\[ \dddot{M}(\theta_1, \theta_2) = M_{11} - \frac{M_{12}^2}{M_{22}} \]
\[ \dddot{C}(\theta_1, \theta_2, \dot{\theta}_1, \dot{\theta}_2) = C_{11} - \frac{M_{12}C_{21}}{M_{22}} \]
\[ \dddot{G} = g_1 - \frac{M_{12} g_2}{M_{22}} + \frac{1}{2} m_2 l_{c2} \left( l_1 + l_2 \right) \sin(\theta_2) \]
\[ + \left( l_1 - l_2 \right) \sin(2\theta_1 + \theta_2) \]

With the equations of motion defined in this manner it is now possible to derive the desired control law. The scalar \( s \) will be:
\[ s = \dot{\theta}_1 - \dot{\theta}_{1r} \]
\[ \dot{\theta}_{1r} = \dot{\theta}_{1d} - \lambda (\theta_1 - \theta_{1d}) \]

where \( \theta_{1d} \) is the desired trajectory for the upper link. With \( s \) defined, it is possible to define a Lyapunov function for the system such that:
\[ V = \frac{1}{2} \mathbf{M}(\theta_1, \theta_2) s^2 \]

By using Eq. (15) and setting the time derivative of Eq. (21) equal to zero, the desired control torque \( \ddot{\tau} \) necessary for tracking can be computed, which would control the system assuming the dynamics are precisely known. From this, the control input can be defined as:
\[ \tau = \ddot{\tau} + K \text{sgn}(s) \]

where \( \text{sgn}(s) \) is the sign function on variable \( s \) and the gain \( K \) is defined in such a way to guarantee that the surface \( s=0 \) is reached in a finite amount of time according to the following:
\[ K \geq |\dddot{M}_{1r} + \dddot{C}_{1r} + \dddot{G}| + \eta \]

with \( \eta \) chosen as a strictly positive number to satisfy the sliding condition. The \( \text{sgn}(s) \) function in Eq. (22) introduces a switching function into the gain of the controller, which would result in mechanical chattering in the physical model. One solution to this problem consists of replacing the \( \text{sgn}(s) \) function with a saturation function (sat\( (s) \)) that smoothes the function producing a gain as follows:
\[ \tau = \ddot{\tau} + K \text{sat} \left( \frac{s}{\Phi} \right) \]

Where the \( \text{sat} \left( \frac{s}{\Phi} \right) \) function is written as:
\[ \text{sat} \left( \frac{s}{\Phi} \right) = \begin{cases} \frac{s(t)}{\Phi}, & \left| \frac{s(t)}{\Phi} \right| < 1 \\ \text{sgn}(s(t)), & \left| \frac{s(t)}{\Phi} \right| \geq 1 \end{cases} \]

And \( \Phi \) is the thickness of a thin boundary layer around the switching function.

We used numerical simulation to test the validity of the trajectory controller to ensure tracking would be within acceptable tolerances for the parameters previously listed in Table 1. The uncertainties assumed in the mass, Coriolis, and
gravitational matrices to test the robustness of the controller were as follows:

\[
\hat{M} = \tilde{M} - 0.1\tilde{M} \quad (26)
\]

\[
\hat{C} = \tilde{C} - 0.2\tilde{C} \quad (27)
\]

\[
\hat{G} = \tilde{G} - 0.1\tilde{G} \quad (28)
\]

Table 1: Physical parameters of the system

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Leg</td>
<td></td>
</tr>
<tr>
<td>( l_1 )</td>
<td>0.408 m</td>
</tr>
<tr>
<td>( m_1 )</td>
<td>0.67 Kg</td>
</tr>
<tr>
<td>( l_{c1} )</td>
<td>0.1523 m</td>
</tr>
<tr>
<td>( l_1 )</td>
<td>0.0108 Kg.m^2</td>
</tr>
<tr>
<td>Lower Leg</td>
<td></td>
</tr>
<tr>
<td>( l_2 )</td>
<td>0.4195 m</td>
</tr>
<tr>
<td>( m_2 )</td>
<td>0.22 Kg</td>
</tr>
<tr>
<td>( l_{c2} )</td>
<td>0.24 m</td>
</tr>
<tr>
<td>( l_2 )</td>
<td>0.0053 Kg.m^2</td>
</tr>
</tbody>
</table>

The sampling rate chosen to test the controller was taken to be 1000 samples/second since that corresponded with the capabilities of the equipment to be used in the experimental setup. The simulation shows that relatively small torques are required at the hip to achieve the desired tracking, as seen in Fig. 3. Figures 4-6 confirm that the controller behaves appropriately during simulation tracking the desired sine function with relatively small error.

2.3. Implementation of Force Controller

Once the trajectory controller calculates the desired torque needed, then this value must be feed into the force controller. The trajectory controller defines the necessary torque required to achieve the desired trajectory; however, the force controller needs the desired force as an input. In order to convert the desired torque into the desired force the geometry of the actuator connection from the hip to the upper leg must be taken into account. A lever arm extruding from the hip is used to connect the actuator from the upper leg to the hip in such a way that the force created by the piston will generate a torque about the hip as seen in Fig. 7. The desired force can be calculated using the following relationship:

\[
F_d = \frac{\tau c(t)}{a b \sin(y - \theta)} \quad (29)
\]

Where \( \gamma \) is a constant angle concerning the vertical, and the length \( c(t) \) is determined by the position of the piston. The force controller controls the valve spool, which allows for the control of the pressures on each side of the piston, making it possible to produce the desired force. By neglecting valve dynamics and the time delay introduced by the connecting tubes, the pneumatic system is reduced to a first-order system with a scalar \( s \) as:

\[
s = P_1 A_1 - P_2 A_2 - P_3 P_1 - \beta \dot{x} - F_d \quad (30)
\]

With \( P_1 \) and \( P_2 \) corresponding to the pressures in each chamber of the piston (see Fig. 2), and \( A_1 \) and \( A_2 \) refer to the area of the piston the pressures are acting upon. A friction coefficient for the piston is represented by \( \beta \). Differentiating \( s \) reveals the dynamics of the sliding mode as:

\[
\dot{s} = P_1 A_1 - P_2 A_2 - \beta \ddot{x} - F_d \quad (31)
\]

Fig. 2. Representation of the pneumatic system.

Fig. 3. Torque required for trajectory tracking in the numerical simulation.
Fig. 4. Scalar $s$ for the numerical simulation.

Fig. 5. Trajectory error of the numerical simulation.

Fig. 6. Trajectory tracking of the numerical simulation.

By substituting in the appropriate values for the pressure derivatives which are not derived here, the time derivative of scalar $s$ becomes:

$$\dot{s} = A_{v_{in}} K_f \left( \frac{A_1^2 \alpha_{in} \phi_{e_{in}} m_T(P_s, P_t)}{V_1} \right) + \frac{A_2 P_1 \alpha_{ex} \phi_{e_{ex}} m_T(P_s, P_d)}{V_2} - A_{v_{ex}} K_f \left( \frac{A_1^2 \alpha_{in} \phi_{e_{in}} m_T(P_s, P_t)}{V_1} \right) + \frac{A_2 P_1 \alpha_{ex} \phi_{e_{ex}} m_T(P_s, P_d)}{V_2} \left( \frac{A_1^2 P_1}{V_1} + \frac{A_2^2 P_2}{V_2} \right) \dot{x} - \beta \ddot{x} - \dot{F}_d = 0 \quad (32)$$

where $A_{v_{in}}$ is the input flow valve area, $A_{v_{ex}}$ is the exhaust flow valve area, $P_s$ is the supply pressure, $P_a$ is the ambient pressure, the terms $\alpha$ are the corresponding heat transfer coefficients, and $V_1$ and $V_2$ represent the volumes associated with each side of the actuator piston. The connecting tube attenuation function $\phi$ is defined as:

$$\phi = e^{-\frac{32 \mu R T L}{D}} \quad (33)$$

where $\mu$ represents the dynamic viscosity of air, $R$ is the ideal gas constant, $T$ is the temperature of the gas, $L$ is the length of the corresponding tube, $c$ is the speed of sound, $P$ is the associated pressure for that tube, and $D$ refers to the inner diameter of the corresponding tube. The reduced mass flow function defined as:

$$\dot{m}_r = \begin{cases} C_f C_1 \frac{P_u}{\sqrt{P_r}} \left( P_d \right)^{k-1} \left( 1 - \frac{P_d}{P_u} \right)^{k-2} & \text{if } P_d \leq P_c_r \\ C_f C_1 \frac{P_u}{\sqrt{P_r}} \left( P_d \right)^{k-1} \left( 1 - \frac{P_d}{P_u} \right)^{k-2} \left( \frac{P_d}{P_u} \right) & \text{if } P_d > P_c_r \end{cases} \quad (34)$$

with $C_f$ as the flow constant for the given fluid, $C_f$ as the discharge coefficient, $P_u$ and $P_d$ as the pressure upstream and downstream respectively, and $P_c_r$ as the critical pressure ratio completes the functions necessary to define the appropriate dynamics of the sliding surface.

Due to the physical characteristics of the valve air paths, the input and exhaust cannot both be nonzero at the same time. This leads to two cases, one when $s<0$ leading to:

$$A_{v_{in}} = \frac{V_1 V_2 \left( \beta \dot{x} + \dot{F}_d - K_e \dot{\theta}_e \left( \frac{s}{2} \right) \right)}{\left( V_2 A_1 \alpha_{in} \phi_{e_{in}} m_T(P_s, P_t) + V_1 A_2 \alpha_{ex} \phi_{e_{ex}} m_T(P_s, P_d) \right)} + a \left( V_2 A_1^2 P_1 + V_1 A_2^2 P_2 \right) \dot{x} \quad (35)$$

$$A_{v_{ex}} = 0 \quad (36)$$

and the second when $s > 0$ causing

$A_{v_{ex}}$.
\[ A_{\text{in}} = 0 \]  
\[ A_{\text{w}} = -V_{1}V_{2}\left(\beta x + \dot{x}_{2} - K_{s}\text{sat}\left(\frac{x}{\theta}\right)\right) + a(V_{A}A_{1}\hat{P}_{1} + V_{A}A_{2}\hat{P}_{2}) \times \]
\[ \frac{1}{R_{i}(V_{1}A_{1}A_{2}\phi_{x}m_{i}P_{1}P_{2}) + V_{A}A_{2}A_{0}\phi_{y}m_{y}P_{1}P_{2}} \]  

where \( K_{s}\text{sat}\left(\frac{x}{\theta}\right) \) term is added to this equation to compensate for imprecision in the model in order to effect \( \dot{s} \) directly. Both \( K_{s} \) and \( \Phi \) are chosen as constants to simplify the controller design.

### 3. Experimental Results

The next challenge after producing a numerical model that demonstrated the expected behavior of the controllers in providing the desired trajectory was to build a physical robot that behaved similarly. The robot parameters for the physical model were chosen to approximate the values used in the numerical simulation shown in Table 1. The complete physical model consisted of a four-link robot made out of Maytec aluminium profiles, two pneumatic valves, two Airpel actuators, connecting tubing, a computer, and electronics connecting the valve to the computer. Figure 8 shows a picture of the physical model and the location of the valves, actuators, and electronics.

![Fig. 8. Actuator geometry of the physical system.](image)

The first step in building the physical model consisted of determining how the torque would be applied to the hip joint. Since actuators would be used to create a force, a lever arm extending from the hip was needed to convert the force created into a torque. Figure 9 shows how this was done, giving a side view of the actuator and lever arm about the hip joint. The pneumatic system for the physical model is seen in Fig. 9, which shows the position of the valves connected to the hip as well as the location of the actuators and connecting tubing. In order to obtain the information necessary for the controllers, pressure sensors for each side of the piston were implemented to achieve the pressure readings needed. Position sensors for both the piston position, which was also used to calculate \( \theta_{1} \) and the angle of the second link \( \theta_{2} \) were required by the controller. It can be seen from Fig. 8 how the position sensor for \( \theta_{1} \) was mounted in parallel with the actuator to obtain the piston position. Similarly, a second position sensor was installed around the knee to measure, \( \theta_{2} \) as seen in Fig. 10. The pressure sensors were mounted underneath the actuators on the circuit board to minimize the links of the tubes connecting the pressure sensors to the piston chambers to obtain the most accurate value possible.

![Fig. 9. Pneumatic setup of the physical system.](image)

![Fig. 10. Knee geometry for measuring \( \theta_{2} \).](image)

![Fig. 11. Scalar \( s \) for force controller average walking speed.](image)
The controllers developed in Section 2 were coded into the computer using C++ programming using a custom command for the Arduino. All sensor information was feed into the computer through the Arduino. With this information, the controllers have all the information required for the control laws to be applied to the physical system. The output current needed to control the valve is then created through the output on the data acquisition card and a simple circuit to convert the voltage supplied by the card into the appropriate current. To test the physical model, three different frequencies were chosen over the range of various walks. The first trajectory used corresponds to a stroll, the second to an average walking speed, and the third to a brisk walk. The desired equations corresponding to these trajectories are as follows, respectively.

$$\theta_{td} = -0.3 \sin(0.5\pi t)$$  \hspace{1cm} (39)

$$\theta_{td} = -0.3 \sin(\pi t)$$  \hspace{1cm} (40)

$$\theta_{td} = -0.3 \sin(2\pi t)$$  \hspace{1cm} (41)

The amplitude of the sine functions used correspond closely to the angles of the stance and swing legs for the passive models studied by McGeer. Based on testing of the physical model and the calibration of the control parameters to ensure that the force and trajectory controllers were tracking the following results were produced. Figures 11 and 12 show that the scalar $s$ for both the force and trajectory controllers die off in a finite amount of time and is only shown for the average walking speed.

Next, the performance of the force controller as well as the trajectory controller was evaluated to determine the effects the controllers might encounter within the range of walking speeds defined above. For the slow stroll and the average walking speeds, the force controller is able to track the desired force with very little error within the first two seconds, as seen in Fig. 13 and 14. The force tracking for the brisk walking speed displayed in Fig. 17, however, does not track near as well. This appears to be caused by the knee stop used to prevent the lower leg from bending the wrong direction. When the lower leg causes the knee stop to hit the upper leg, the impact produces a force on the upper leg, which is not modeled in the equations of motion.
Under lower walking speeds this disturbance does not significantly affect the performance of the controller, however, at higher velocities the force with which the knee stop impacts the upper leg increases to the point the sliding mode controller can no longer compensate for the disturbance. As expected since the force controller is tracking well for the slow and average walking speeds, their trajectories follow their corresponding desired trajectories very closely, as seen in Fig. 16 and 17. On closer inspection of these figures, one can notice that the controller tracks the positive peak of the desired trajectory better than the negative peak. This phenomenon also appears to be related to the knee stop. Since at this point on the graph the leg is in the locked or straight position with the knee stop preventing the lower leg from hyperextending, the upper and lower leg is acting more like a single link system instead of the two link system used to design the controller. The trajectory tracking for the brisk walking speed in Fig. 18 does not follow the desired path as closely as the other two walking speeds. The main reason for this is the fact that the force controller is not able to produce the desired forces needed to counteract the discontinuous nature of the knee stop impact at this speed. Through observation, the knee stop impacting the upper leg for the brisk walk occurs when the trajectory deviates from the desired trajectory and then overcompensates and overshoots the desired trajectory.

4. Conclusion

In this paper, we described a mathematical model to design and test the feasibility of producing a hip actuated controller. The model takes into account the physics of the robotic links and the dynamics of the pneumatic valve and piston, including attenuation caused by the connecting tubes. Through numerical testing, the proposed model demonstrates that a pneumatic force controller in conjunction with a trajectory controller is sufficient to control the trajectory for most walking speeds. Due to the highly nonlinear characteristics and uncertainties in the pneumatic systems sliding mode control theory was implemented in both controllers. Using this control scheme insures that the system will be robust regarding the sensitivity of initial conditions and unwanted disturbances. The reduced order force controller was chosen since the desired results could be achieved using the simpler control scheme. It should be noted that this controller may not work as well if connecting tubes are relatively long or if the frequency of the desired force exceeds 25 Hz.

Both controllers were designed and implemented on a four-link robot. Two sets of controllers were used, one for each leg of the robot producing the desired trajectory for both upper legs within acceptable tolerances. One leg was given a sine function to follow while simultaneously the other leg was following a minus sine function to give the appearance of a robot walking. The controllers demonstrated only slight attenuation at the peaks with the control parameters and numerical processing used to achieve tracking for the slow stroll and average walking speeds. The desired tracking for fast walking speeds, however, did not track quite as well. Future work related to this project would include inputting a passive gait trajectory into the controller to produce an active walker. This would take advantage of the inherent properties of passive walkers.
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